
Prof. Jose Nunez-Yanez
Linköping University, Sweden

Abstract: 

Biography:

Date: Friday, 2nd Dec 2022, @ 4pm GMT+8, https://cityu.zoom.us/j/96742093029 

Prof. Nunez-Yanez is a professor in hardware architectures for Machine Learning at Linköping University with over 20 years of experience in the design of
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Edge Intelligence : Hardware 
Challenges and Opportunities

In this talk we will initially discuss some basic edge computing concepts followed by the hardware challenges and opportunities of performing deep
learning at the edge. We will then present the FADES (Fused Architecture for DEnse and Sparse tensor processing) heterogeneous architecture focusing
on its application to Graph neural networks (GNN) acceleration. GNNs can deliver high accuracy when applied to non-Euclidean data in which data
elements do not fit into a regular structure. They combine sparse and dense data characteristics and this, in turn, results in a combination of compute and
bandwidth intensive requirements challenging to meet with general purpose hardware. FADES is a highly configurable architecture fully described with
high-level synthesis integrated in TensorFlow Lite and Pytorch. It creates a dataflow of dataflows with multiple hardware treads and compute units that
optimize data access and processing element utilization. This enables fine-grained stream hybrid processing of sparse and dense tensors suitable for
multi-layer graph neural networks.


