
In recent years, with the rapid evolution of large-scale machine learning models, such as GPTs, Computer Vision models, and Alphaflod in life science,

large-scale models have demonstrated strong performance across a wide range of domains and tasks, especially for emerging generative tasks. Along with

these unprecedented capabilities, training such large-scale models comes with unique challenges. Communication has been identified as the main

bottleneck when training large-scale models due to large-volume model parameters and gradient transmission across public networks with limited

bandwidth (often less than 1 Gbps). Most previous works focus on gradient compression, while limited work tries to compress parameters that can not be

ignored and extremely affect communication performance during the training. To bridge this gap, we propose an adaptive parameter update strategy for

accelerating large-scale model training under limited network bandwidth across regions or countries. At its core are the state-of-the-art parameter

compression library SZ3 and an adaptive compression error-bound calculation algorithm. It can explore the appropriate compression error bound

adaptively during the training. It uses idle CPU resources to train clients to compress the parameters and reduce the communication overhead for each

training round. Through extensive evaluation of multiple DNN models with different training settings on a GPU cluster with 65 GPUs and comparable

network bandwidth to the real-world WAN (about 1 Gbps), we demonstrate that it can achieve the same model accuracy as vanilla approach while

reducing up to 7.39× and 288× communication overhead for parameters and gradients, respectively, which can save the training time when the number

of participant clients larger than 32 for the model with 4Gb size.
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